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Abstract- Speech impaired people use hand signs and 

gestures to communicate. The problem is translator needs 

every time to translate sign language. Artificial Intelligence 

capture hand expression with the help of camera show us 

what a person says and result shown in the text format. In 

the starting stage we provide the data for sign language for 

better result with good accuracy and testing this model. 

Various deepmachine learning algorithms are applied on 

the datasets, including Long Short-Term Memory (LSTM) 

RNN.  

 

Index Terms- Action Detection, Deep neural network, 

LSTM Model, and Sign Language. 

 

I. INTRODUCTION 

ommunicationis all around us, from the moment we wake 

and read the newspaper, turn on the television, pass the 

advertising boards on the way to work and listen to the train 

announcements. In our daily life, communication helps us to 

build relationships by allowing us to share our experiences, 

and the needs, and helps us connect to others. It‟s the essence 

of the life, allowing us to express feelings, pass on information 

and share thoughts. However, unfortunately, for the people 

who severe speaking or hearing impairments, there is a 

communication gap. In the deaf and dumb community, sign 

language plays a vital role to communicate with people. Sign 

language is the mode of communication which uses visual 

ways like expressions, hand gesture, and body movements to 

convey meaning. Sign language recognition refers to the 

conversion of the gestures into the words or alphabets of 

existing formally spoken languages. Thus, conversion of sign 

language into words by an algorithm or a model can help 

bridge the gap between people with hearing or speaking 

impairment and the rest of the world.  

There are more than 120 distinct sign languages, such as 

American sign language, Indian Sign Language, Italian sign 

language, etc. for example [Fig.1]. In this proposed model, 

American sign language (ASL) is used to provide an example. 

The signs that were included are commonly used words, such 

as hello, goodbye, good morning, thanks, etc.  

 

 
Figure.1 American Sign Language 

 

The system was designed so that it uses the natural gesture 

input to create a sign language and then passes this to the 

system for further pre-processing and processing tasks to 

predict the exact word that the gesture expressed. There are 

basically two types of approaches: vision-based and gloves-

based for hand gesture recognition. This work main focus is on 

creating a vision-based system to do real-time sign language 

recognition. 

 

II. OBJECTIVE 

The Sign Language Recognition Prototype is a real-time 

vision-based system whose purpose is to identify the American 

Sign Language given in the alphabets of Fig. 1. The aim of the 

prototype was to test the validity of a vision-based system for 

sign language recognition and at the same time, test and select 

hand features that could be used with machine learning 

algorithms allowing their application in any real-time sign 

language recognition systems.  

 

The implemented solution uses only one camera, and is based 

on a set of assumptions, hereby defined:  

1. The user must be within a defined distance range, due to 

camera limitations.     

2. Hand pose is defined with a bare hand and not occluded by 

other objects.   

3. The system must be used indoor, since the selected camera 

does not work well under sun light conditions.  

 

III. METHODOLOGY 

Sign language recognition is a real-time sign language 

detection flow using python to build a system which detects a 

bunch of different poses and specifically sign language signs 

using a key model. For this, Media pipe holistic is used to 
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extract key points from user hands, and body, and face. Once 

key points are extracted then the LSTM model is built to 

predict the actions which are captured using webcam in this 

particular case actions are going to be a sign language. 

Furthermore, let‟s see our approach to build a model step by 

step: 

 

A. Key points Using Media pipe Holistic 

Key points detection consists of locating key object parts. For 

example, the key parts of our faces include nose tips, 

eyebrows, eye corners, and so on. We used the MediaPipe 

Holistic, it is one of the pipelines which contains optimized 

face, hands, and pose components which allows for holistic 

tracking, thus enabling the model to simultaneously detect 

hand and body poses along with the face landmarks. One of 

main reason for using media pipe holistic is to detect face and 

hands and extract key points to pass on to a computer vision 

model. 

In addition, Media pipe holistic utilize the pose, face and hand 

landmark models, respectively generate a total of 543 

landmarks (33 pose landmarks, 468 face landmarks, and 21 

hand landmarks per hand.) 

 

For example, the following code snippet is a function to access 

image input from system web camera using OpenCV 

framework, and detect and extract keypoints for face and hands 

(Full Code is in section IV). 

 

# Draw face connections 

mp_drawing.draw_landmarks (image, results.face_landmarks, 

mp_holistic.FACEMESH_TESSELATION,  

mp_drawing.DrawingSpec(color=(80,110,10),thickness=1,circ

le_radius=1),                        

 mp_drawing.DrawingSpec(color=(80,256,12), thickness=1, 

circle_radius=1)) 

 

Results: 

 
Figure 2. Keypoints for face landmark 

 

B. Collecting Key points values for training and Testing. 

Here we are collecting data for three different actions: “Hello”, 

“Thank you”, and “I Love You”. For each action we collect 30 

sequence or videos data and sequences or videos are in 30 

frames in length, So, that means 30 different key points and all 

datas are stored in numpy array. Following figure shows data 

collection for “Hello” action: 

 

 
Figure 3. Collecting keypoints for gesture “Hello”. 

 

C. Build and Train LSTM neural network 

In this prototype, Keras and Tensor Flow are used to create a 

simple LSTM model, and train and test. Using Keras and 

Tensor Flow makes building neural network much easier to 

build than from scratch. First we need to import following 

import modules: 

 

 
 

for an LSTM neural network is that it has to have LSTM cells 

or at least one LSTM layer. If we add different types of layers 

and cells, we can still call our neural network an LSTM, but it 

would be more accurate to give it a mixed name. To build an 

LSTM model, first we initialize a sequential model then we 

add LSTM layers, which makes LSTM neural network and 

afterwards a dense (fully connected) output layer is added. 

Code as follow: 
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LSTM layer has a way more parameters than a simple RNN 

layer. LSTM layers has four times the number of parameters as 

a simple RNN layer. Below model. summary() shows the 

parameters for our prototype: 

Model. summary() 

 

Result: 

Layer (type)  Output Shape Param # 

Lstm_6 (LSTM) (None, 30, 64) 442112 

lstm_7   (LSTM) (None, 30, 64) 98816 

lstm_8  (LSTM) (None, 64) 49408 

dense_6  (Dense) (None, 64) 4160 

dense_7 (Dense) (None, 32) 2080 

dense_8  (Dense) (None, 2) 66 

Total params: 596,642 

Trainable params: 596,642 

Non-trainable params: 0 

Table 1. Shows parameters for our model 

 

Now, it‟s time to load data, here for our prototype data are in 

sequences and labels. Previously, these data are stored in 

numpy array.  

 

 
 

X_train, X_test, y_train, y_test=train_test_split 

(X,y,test_size=0.05) 

 

For model fitting x values are in sequences means our hand 

gestures movements and y values labels („Hello‟: 0, „Thanks‟: 

1, „I Love You‟: 2). Before we test or train our model we have 

to compile. In our model compilation we will specify the loss 

function, in this case Categorical Cross Entropy, our optimizer, 

Adam and our metrics, Categorical Accuracy. 

 

 

 
 

Now, the last thing is to test the model, for that we predict the 

sample data which are collected previously. This code for that: 

 

 
 

Now, Sign Language recognition model is ready to convert 

sign languages or fingerspelling into the text format and full 

code for this model is in section IV. for example (Figure. 3) 

shows the final output of the model: 
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Figure. 4: Final output 

 

IV. CODE FOR IMPLEMENTATION 

Here is the full code for the model: 
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V. CONCLUSION 

We conclude that LSTM neural network can be used as a deep 

learning for a real-time vision-based Sign Language 

recognition for deaf and dumb people based on ASL. 

However, pre-training has to be performed with a larger 

dataset in order to show increase in accuracy. We achieved 

final accuracy of 66.66% on our dataset. For user-dependent, 

the user will give a set of images to the model of training, so it 

becomes familiar with the user. This way the model will 

perform well for a particular user. 
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